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TPC "Group"
• General outline of the history:

• TPC primarily built by LBNL, with smaller contributions by other institutions, 

and then handed over to the collaboration to operate

• Calibration work handled by LBNL and a few scattered collaborators for the 

first ~7-8 years

• Whenever any long term experts from non-BNL institutions left, there was 

little interest from outside BNL to take up long term expertise 
(2-3 years max)


• The experts eventually all came to be BNL-affiliated personnel, with shorter 
term helpers from other collaborating institutions


• Weekly meetings

• Currently chaired by Flemming Videbaek [interim]

• Attended by experts, calibration helpers, interested PWG members
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TPC Roles: Experts
• I don't know/remember the names of all the people who contributed in the very early years, but let's 

identify Howard Wieman (LBNL) as the expert on nearly all things TPC

• Some former experts don't mind being called for advice, not for work


• Still-active specialty experts:

• Hardware & Controls: Alexei Lebedev, Prashanth Shanmuganathan 

(relatedly, iTPC: Flemming Videbaek) 
• Electronics: Tonko Ljubicic, Tim Camarda

• Distortions: Gene Van Buren (relatedly, B-field Map: Yuri Fisyak)

• Alignment: Yuri Fisyak, Irakli Chakaberia, Gene Van Buren*

• T0s: Yuri Fisyak, Irakli Chakaberia‡

• dE/dx: Yuri Fisyak (relatedly, Gains: Tonko Ljubicic)

• Drift velocity: Yuri Fisyak

• Reconstruction & Simulation: Yuri Fisyak, Irakli Chakaberia, (relatedly, Hit-finder: Tonko Ljubicic)


• TPC Software Coordinator:

• Many years without an explicit coordinator

• Richard Witt (Yale/Naval Academy) took the role administratively (chair meetings, manage 

database, minor calibration tasks) for several years before leaving to DOE work

• Irakli Chakaberia‡ (BNL/Kent) past few years (carried out significant iTPC software integration)

• Yuri Fisyak now * Worked on alignment ~10 years ago, not with current tools 

‡ Already expected to reduce TPC activities 4
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TPC Roles: Helpers
• Helpers come from two places:

• Interested in helping to get their PWG's analyses to completion

• Institutions offering service work to the Collaboration, with loosely-defined 

credit (e.g. talks committee considers such service, but there is no official 
reward mechanism)

• Minor involvement to serve HLT


• Nearly all juniors (students & postdocs) who are also doing analyses

• Contributions span a few weeks or months of work, for 1-2 Run years of the 

experiment

• Some turn the crank: not much expertise gained

• Some get in some R&D: potential expertise


• Few stay in the Collaboration: potential expertise is typically lost for the 
collaboration (someone else's gain? leave the field?)
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Input For Tasks
• Specialty data

• Pedestal runs (pedestals)

• Pulser runs (gains)

• Cosmic ray runs (alignment, some T0s)

• Lasers [standalone, or interleaved in physics data] (drift velocity)

• Low luminosity data (static distortions, alignment)


• Data available at various stages:

• Online event pool

• Standardized fast processing [using any initial calibrations]

• HLT

• FastOffline

• Express Stream (drift velocity)


• Manually run productions (T0s, alignment, SpaceCharge & GridLeak, 
static distortions, any R&D*)


• Calibration productions (dE/dx‡)
* See final slide for (unexpected) R&D topics

‡ Recently done with manual productions 6
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Typical Calibration Workflow
• Pedestals: online, quick, frequent, automatic (necessary for 

use in zero suppression)

• Gains: online, quick, a few times a year (necessary for use 

in online cluster-finding)

• Drift velocities: offline, quick, frequently, automatically

• T0s: shortly after data-taking begins, few days work 

(cosmics can be used for relative T0s between sectors, but 
global T0 may be specific to collisions)


• any R&D*: whatever it is, usually a couple months or more

• SpaceCharge & GridLeak distortion corrections: usually 

once per colliding system dataset, takes a few weeks (often 
an initial [used by HLT and FastOffline] and final version)


• dE/dx: once per year, requires a large calibration sample of 
entire year, takes a couple weeks

* See final slide for (unexpected) R&D topics
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These follow a 
sequence with 
no parallelism

This is why we are 
not ready to start 

productions until some 
months after data-
taking completes

R&D can be prompted by 
FastOffline QA during Run 

(Experts + QA Shift + PWG), 
by other calibrations 

(e.g. HFT, BTOF, EMC), 
by PWG Analyses
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Typical Calibration Workflow

* See final slide for (unexpected) R&D topics
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Gains

Pedestals

Drift Velocity

T0s

any R&D*
SpaceCharge

& GridLeak dE/dx

HLT  
FastOffline  

Express Stream

Manual Productions

Large Calib Production

Physics Production

Experts 
+ QA Shift + 

PWG QA
PWG QA

Other subsystems

Quick Months ~2 weeks per system ~2 weeks
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Documentation
• There is a central Drupal page for TPC 

Calibration links which I kept 
somewhat current up until ~2014

• Some "how-to" instructions

• Mostly results for various datasets' 

calibrations

• A few broken links


• Much recent work is dispersed in 
individuals' blogs and not linked from 
here


• Clearly needs revisited!
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Always Something...
• Run 2: SpaceCharge

• Run 4: fluctuating SpaceCharge

• Run 5: GridLeak

• Run 6: field cage shorts, sometimes varying

• Run 7: alignment

• Run 8: asymmetric SpaceCharge; floating gating grid wires

• Run 9: slewing; reduced voltages on some anodes; massive pile-up

• Runs 10-12: alignment again ("h-/h+" saga)

• Run 13: field cage current losses to ionized air

• Runs 14 & 16: need to account for SpaceCharge uncertainty for HFT

• Run 17: fill-by-fill SpaceCharge

• Run 18: abort gap cleaning; booster main magnet; 

humidity-induced field-cage conductivity; disconnected gating grid on a sector

• Run 19: GridLeak-mitigating "wall"

• Runs 19 & 20: iTPC alignment; booster main magnet again

• Runs 19 & 20 FXT: event-by-event T0s
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